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ABSTRACT

The design of two wheeled self balancing vehicle was based on human posture recognition. The PC was used to obtain 
the human bone tracking data through Kinect camera and displayed it on the screen. By recognizing human 
movements or gesture, the result was concerted to control command and transmitted to the self balancing vehicle 
through Bluetooth, so that the vehicle can execute the movement of advancing, retreating and turning. The 
combination of human posture recognition technology and two wheeled self balancing vehicle can meet the needs of 
human-computer interaction control in complex environment and has a good reference value for the field of robot 
for surveying missions in complex environment.  
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1. INTRODUCTION

With the continuous development of technology, human-machine 
interaction technology has gradually changed from traditional touch 
control of keyboard and mouse to somatosensory interaction mode based 
on action recognition [1,2]. The research significance of action recognition 
is that it can make the computer "understand" the various actions of the 
person directly, that is, it can identify the person's body movement 
language, and convert it into control instruction according to the 
predetermined rules to control the object [3]. The representative 
equipment of this new model is the Kinect 3D somatosensory 
photographer. The Kinect 3D somatosensory camera is a somatosensory 
peripherals of Microsoft [4]. It can be used to adjust the angle of the 
camera and can be operated directly through physical action or voice, so 
that it has a better field of view [5,6].  

This research is based on the new imaging principle of depth of field of 
Prime Sense and obtains the skeleton coordinate information through 
region eigenvalues of depth image and random forest algorithm. After 
matching the body movements with the control commands, the commands 
for the self balancing vehicle are transmitted by Bluetooth communication. 
The combination of body recognition technology and self balancing vehicle 
has a good reference value for robot exploration in complex environment. 

2. INTEGRATED SYSTEM DESIGN 

The system uses the Kinect 3D camera as the image acquisition module. 
The data between the PC and the self balancing vehicle is transmitted by 
Bluetooth, which sets the IP in the same section to establish the TCP 
connection and completes the two-way transmission of the data packet. 
The self balancing vehicle sends debugging information to the PC to 
confirm the car posture. The development platform is Visual Studio 2012 
Kinect SDK. In this version, C++ or C# can be selected as development 
language, and color image and skeleton model data can be acquired 
through deep sensor. The controlled object is a two-wheeled self-
balancing vehicle. The vehicle is composed of STM32F103 MCU main 
control module, attitude sensor module, encoder, Bluetooth module,  

display module, motor drive module and voltage stabilization module. The 
attitude sensor MPU6050 can get the posture of the vehicle. The attitude 
sensor MPU6050 can get the posture of the vehicle. After the data is 
processed by MPU6050, the attitude of the vehicle is converted to the 
numerical value and sent to the microcontroller STM32F103. After 
comparing the actions recognized by Kinect with the action set, the self 
balancing vehicle performs the corresponding actions. 
Block diagram of the system is as shown in Figure 1. 
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Figure 1: Block diagram of the system 
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Figure 2: Flow chart of human posture recognition 
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3. SYSTEM SOFTWARE DESIGN

3.1 Human posture recognition  

Human posture recognition mainly obtains the image acquisition of depth 
of field by Kinect 3D somatosensory camera. Then the human bone joint 
points can be identified and the spatial coordinates of bone joint points 
can be extracted [7, 8]. Calculating the distance and angle between joint 
points by space vector, the calculation results are compared with the pre-
defined human posture database, and the posture movement of the human 
body is converted to control command, transmitted by Bluetooth to self 
balance vehicle. The flow chart of human posture recognition is as shown 
in Figure 2. 

3.2 Human posture recognition  

The structure of human posture is the joints of the body, and each joint has 
different directions and angles in the activity. Obtaining the position 
information of joints and calculating the angles of joint activities is to 
determine human posture information. The zero point of the  axis and
the  axis of the space coordinate system used by Kinect is the same as

that of the traditional space coordinate system. The zero point of the z
axis is the Kinect camera and the positive direction is the positive direction 
of the Kinect. The two coordinate points in the coordinate system are

1 1 1 1( , , )P x y z and
2 2 2 2( , , )P x y z . In the coordinate system, the vectors 

formed by two non-coincidence points x and point y are 

1 2 2 1 2 1 2 1( , , )PP x x y y z z= − − −    (1) 

If the third point 
3 3 3 3( , , )P x y z is not in the straight line

1 2PP , the angle 

formed by 
1 2 3PP P can be expressed as 

2 1 2 3
1 2 3

2 1 2 3

arccos
P P P P

PP P
P P P P

    (2) 

Therefore, the angle calculation of the acquired joint can be transformed 
into the calculation of the vector angle. The image of the body bone joint is 
shown in Figure 3. Because the calculation method of the joint angles of 
the left upper limb and the right upper limb is the same, taking the left side 
as an example, the angle of each joint of the left upper limb are calculated 
as follows. 
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Figure 3: Image of human bone joint 

3.2.1  Palm, fist, V hand 

The Kinect camera can only collect the information of the bone and can 
not be accurate to the finger state. Therefore, the state of palm and 
fist is calculated by the distance between the finger point D and the palm 
root point C. In addition, the judgment of V hand is calculated by ECD , and
the calculation process is as follows. 

2 2 2( ) ( ) ( )x x y y z zCD C D C D C D= − + − + −    (3) 

arccos
CECD

ECD
CE CD

    (4) 

903.2.2 Arm stretch and arm extension ( )

The arm stretch, and arm extension were judged by calculating the angle 
of the left elbow. The vector of the two sides of the left elbow joint point is 
constructed, and the angle of the left elbow joint is calculated as follows. 

arccos
BABC

ABC
BA BC

    (5) 

3.2.3 The rotation of the elbow around the upper arm 

The angle generated by the rotation of the left elbow on the upper arm can 
be regarded as the angle between the two intersecting planes FAB  and 

ABC , that is, the angle between the plane 
1S and 

2S in the Figure 3. 

The normal vector formula for the plane of two non collinear vectors is 

det x y z

x y z

i j k

m a b a a a

b b b

=  =   (6) 

Accordingly, the normal vector of the plane FAB  is calculated as

detFAB x y z

x y z

i j k

M AF AB AF AF AF

AB AB AB

= =

  ( )

= ( )

  ( )

y z z y

x z z x

x y y x

AF AB AF AB i

AF AB AF AB j

AF AB AF AB k

− −

− +

−

   (7) 

The normal vector of the plane ABC  is 

detABC x y z

x y z

i j k

M BABC BA BA BA

BC BC BC

= =

Topics in Chemical & Material Engineering (TCME)  1(1) (2018) 130-132

Cite The Article: Jiayi Li, Min Yan, Jianjun Zhu (2018). Research On Self Balancing Vehicle Control Based On Kinect Human 
Posture Recognition.  Topics in Chemical & Material Engineering, 1(1) :  130-132. 

131



 ( )

=( )

 ( )

y z z y

x z z x

x y y x

BA BC BA BC i

BA BC BA BC j

BA BC BA BC k

− −

− +

−

   (8) 

Therefore, the rotation angle of the left elbow joint can be expressed as 

1 2
arccos FAB ABC

S S

FAB ABC

M M

M M
 =   (9) 

3.2.4 The left shoulder angle 

The angle of the left shoulder joint is the angle between the plane of the 
upper arm and the shoulders and the plane of the shoulders and the spine. 
It can be regarded as the angle between planes FAB and GFA , that is, the 

angle between plane 
1S and 

3S in the Figure 3. Accordingly, the normal

vector of the plane FAB  is calculated as above. The normal vector of the 
plane GFA  is 

detGFA x y z

x y z

i j k

M FAFG FA FA FA

FG FG FG

= =

  ( )

= ( )

  ( )

y z z y

x z z x

x y y x

FA FG FA FG i

FA FG FA FG j

FA FG FA FG k

− −

− +

−

  (10) 

Therefore, the formula for calculating the angle of the left shoulder joint is 

1 3
arccos BAF GFA

S S

BAF GFA

M M

M M
 =    (11) 

4. SYSTEM DEBUG

From the perspective of structure, it can be divided into head, limbs and 
trunk. In order to control the self balancing vehicle, the human body posture 
is reasonably planned and defined first. The definition of action should 
conform to the principles of clarity, habituation and maneuverability. 
According to the design requirements, five kinds of postures are defined to 
control the vehicle, including advancing, retreating, stop, turning left and 
turning right. Specific action definitions are shown in Table 1. Among 
results, the right steering action is used to control the vehicle to turn right. 
The image of the right turn posture and the physical picture of the self 
balancing vehicle are shown in Figure 4. 

Table 1: Action definition and recognition results 

Action Definition Test 
times 

Correct 
recognition 
times 

Recognition 
rate 

Arm stretch 
,fist 

advancing 50 49 98% 

Arm stretch, 
palm 

stop 50 50 100% 

Arm 
extension, 
V hand 

retreating 50 48 96% 

Left turn 
posture 

turning left 50 46 92% 

Right turn 
posture 

turning 
right 

50 47 94% 

Figure 4: Right turn posture and the physical picture of the self balancing 
vehicle 

5.  CONCLUSION

In this paper, a self balancing vehicle control system base on human posture 
recognition is designed, which is implemented on Microsoft Kincet camera 
and Visual Studio 2012 Kinect platform. The image captured by the Kinect 
camera is the skeleton information of the human body, and the result of 
action recognition is not affected by the shape of the human body. 
Therefore, people with different sex and body sizes were invited to test, and 
the result of action recognition was almost the same. The test results show 
that the correct recognition rate of the action is up to 96% in the range of 
effective recognition distance of 1m-5m, and the self balancing vehicle can 
achieve the corresponding action of advancing, retreating, stop, turning left 
and turning right. Therefore, the human posture recognition by Kinect 
camera can effectively control two wheeled self balancing vehicles with 
good controllability. The research can meet the needs of human-machine 
interaction control in complex environment, and it has practical significance 
for robot exploration, scientific research and rescue in the unmanned 
environment. 
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